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Abstract: Nowadays, digital images can be easily mod- SBIF verifies the authenticity by gauging the Statiscal

ified by using high-performance computers, sophisti- inconsistencies such as blocking artifacts Rgsampling
cated photo-editing, computer graphics software, etc.
These modifications will affect the authenticity of im-
ages, from law, politics, the media, and business. Detect-
ing forgery in digital images is one of the major research
activities in the current time. In general, altering the world, the lens, and thsensor are also used poove the
digital image may disturb some underlying two properi- authenticity. VBIF uses the properties and detect the ta
ties 1) statiscal properities that arise due to sam-
pling,blocking artifacts by measuring such irregularities
if we detect the forgery of digital that then that is called
as statiscal forensic techniques and 2) vision-based re- tion [5], No single technique provides completetection of
gularities that arise due to world, lens and sensor by
measuring this iregulariries if we detect the forgery then
this is called as Vision Based Forensic Techniques etc.
Under this assumption, this paper presents new vision
based image forensic tool Illumination color based image
forensic.

detection [2], sensor noise consistency [3], etc

The natural properties from a variety of sources, like the

pered region by measuring lighting inconsistency in lambe

tian surface in single light source [4], and aberration alevi

forged images .devising a new techniques will strengthen

the evidence of forgery.

N
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I.INTRODUCTION
The development of contemporary digital image

processing techniques, the people can easily alter the content

of digital image without any clues, Generally in laws,ipol

tics, media and business atiigital image forgery detection,
. ) . Fig.1: Dichromatic Reflection Model
is an approach to detect automatically tampered county in

digitally altered image, it categories into two approaches, The Color characteristic is one of the important key to

namely watermarking and forensics. detect the digitally altered

color of one object with the other. Suppose a photograph is

Watermarking is an active approach; needs priorrinfo ) o ) o
taken beneath a constant illumination [6], the illumination

mation to ‘erify the authenticity. Forensics is a bling-a i i
color of all objects should be constant throughout the entire

subst ar

proach; it doesn6t need any _r%r ior informatiaon to .
image. If image is altered, the illumination consistency may

the authenticity of the image. It is classified in to twe-m , i
be altered. Irthis paper we propose a new technique by e

thods namely statistical based image forensics (SBIF) and = ) o , i
timating the illumination color consistency by detecting the

vision based image forensi¢¢BIF). specular region
u ion.
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I.IMAGE FORENSIC USING DICHROMATIC
MODEL

The Color characteristic is one of the important key to
detect the digitally altered image but it és
color of one object with the other. Suppose a photograph is
taken beneath a constant illumination, the illumination color
of all objects should be constant throughout the entire i
age. If image is altered, the illumination cencymay be
altered. In this method we use this property aecresent a
new VBIF method to detect the altered portion in the digital
Image by estimate the illumination color in the specular

region.

A.BASIC COLOR IMAGE FORMATION

The light source emares the electromagnetic radiation
of particular shadowy composition. A photographic image
may be captured under different sources of illumination.
Even in operair photography, the natural light may change
throughout the day in shadowlike composition. Tphectral
composition of the illuminated source can be measured in
terms of the normalized chromaticity given by both R@&B

values and-g values [12].

Color image formation can be explained with the help of
the dichromatic reflection model [13]. Accordirtg this
model, reflection of any nehomogeneous materials may be
mixture additive reflection and diffuse reflection. For an
object illuminated by a single source the reflected light can
be modeled as described in equation (1)

1)

WhereSS(s) andSB(8) are spectral surface reflectance for
surface and body component @a@b) is the color of the
source light. For most type of materials spectral surfdee re
lectance for the surface are constant over the vikgtie

This equation can be rewritten in terms of RGB sensor r

sponse as is described in equation (2)
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Where R, G, and B: be the sensor values in
and B be the surface anddyocomponentsLB (g) andLS
(® will be two vectors of surface and body components that

the image .S

spans the two dimensional plane called dichromatic plane.

h'ar dhelgithroMatid IRy folt dsfgle light source described in

Figure.2
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Fig. 2: Dichromatic Reflection model

B.FORGERY DETECTION BY ESTIMATING
ILUMINATION COLOUR IN SPECULAR REGION

Detecting forged region in digitally altered image
includes following route. The forgery detectionalg

rithm can be described in Figure.3

Input
Image

Gray or
Luminance

Level || Forgery

Segmentation Detection

Fig.3 The Flow Diagram of Forgery Detection Algorithm

Specular region detection is essential in estimateusf ill
mination color. Perceiving specular regions involves subs
quent preprocessing operations such as filtering, contrast

stretching [14] etc

C.PREPROCESSING

Input image is converted in toayr or luminance for fast
processing and to analyze the relationship between white
and black area. The binomial low pass filter and contrast
stretching used to detect the specular regions accurately
[15].the flow diagram of preprocessing operations ae d

saibed in Figure.4
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Gray (or) Binomiallow [ | Contrast
Luminance pass Filtering Stretching

Fig.4: The Flow Diagram of Preprocessing Operations

Gray (or) luminance: Before giving input to the level ge
mentation the user have to select the specular regions co
rectly. Selecting the specular regions in the color imaige

be little complex. The first step is to convert an input image
of a digital to a grayscale for detecting the specular region.
The grayscale image can be analyzed by a relationghip b
tween a white are and a black for the input image, easily and
made to faster pcessing than a color image.

Binomial Low Pass Filtering: The binomial low pass lfi

ters (BLPF) are used in order to accurately find the specular
region from the digital image and remove a noise ofithe i
age. The BLPF is applying a size of mask (e.g3,3%x5)
according to the size of specular regions in the images [15].

Contrast Stretching: The image could be eliminated to a

steep intensity transition of the object except the lighting
gradation formed naturally the objects from the image.
Adapt a high comaist from the image. The contrast should
be clearly the highlights and shadows formed by the light

from the image.

D.LEVEL SEGMENTATION

Trim down the number of levels to show up the specular
regions in the image. Theldts for gray image levels are
Convat 256 into 10 [16]. The luminance image levels dim
nish into 10 .from the paper they have reduced up t@50 |
vels, the sample reduction of 256 to 10 levels for a gray

image are described in Fgiure:5
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Fig.5: Level Segmentation
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E.FORGERY DETECTION USIN®ICHROMATIC
PLANE

Tominaga and Wandell specified, a way to approximate
the illuminant color in the image with the help of thehdic
romatic reflection model. Specular regions hold dominant
illuminant color, its inputs to the dichromatic reflection
model. RG B vectors of that regions are decomposed using
principal component analysis and mapped in to line ih-dic
romatic reflection model that will span the entire dichrbma
ic plane. Objects under the same source will intersect in the
line that gives the illunmant vector and also gives the
chromaticity values that illuminant color. The steps up to

dichromatic plane are described in Figure 6

Level Cropped — -
Segmented specular [ Eigen values _'chhromatlc R Distance
Ima region Plane Measure

Fig.6 : The steps to plot dichromatic plane

Cropped Specular Regions: To estimate the illumination
color in the imageregions around the specular highlights
are considered. After detecting the specular regions user
inputs the specular regions of every object from the level

segmented image to the dichromatic model

Eigen Values: Since the specular regions hold the dominant
color in the image Eigen values of each color matrix ef sp
cular regions are estimated to plot as the line in thealichr

matic reflection plane that will span the entire plane

Distance Measure: The intersection points of any two lines
in dichromatic planean be estimated by using the formula
described in equation (14) & (15).

Consider the point of any two lines as (x1, y1) (x2, y2) for
linel and(x3, y3) (x4, y4) for line 2

ARG
w1 Cr¥C2G26x

By substituting the points in the above equation 3&4

(15)

provide two linear equations with two unknowns by resolve

the values of that two unknowns x & y illustrate the iinte
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section points of any two lines. We identified a forged r
gion, by considering any one line as a reference line in the
dichromatic plane and found the intersection points of all
other lines with respect to the reference line and the ta
pered regions are spotted by means of taking the distance of
all intersection poits the point with the maximum distance
will shows the evidence of forgery. The distance between
two intersection points are obtained by using Euclidean di

tance are shown in equation (16)

Let P1, P2 be the two points and pll, p12, p21, p22 be the

vectorsof that points

= - oW e

The line that does not intersect with other lines and the line
t hat

object.

(16)

doesnot have cl ose i

Dichromatic planes are basically classified in to fouegat

riesl) plane with two objects with no intersection point 2)
Plane with more than two object without intersection point
of tampered object 3) Plane with more than two objects with
intersection point of tampered object 4) Plane with close

intersection wihout tampered object are shown in Figure 7

(a)-(d).

Dichromatic plane for tampered object without in-

tersection points

] £ ] ] o £ Ey C

(@)

Dichromatic plane for tampered image without in-

tersection point
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Fig.7 (a) indicates image as a non-authentic image but it fail to
spot which region is tampered (b) indicates region R4 (sky blue
color line as tampered object b
point others (c) plane describes that region R1 (blue line) as
tampered region .it intersection points is not close to other
three regions (d) an authentic image intersection points are

very close

F.ALGORITHM

Stepl: Read the color image.

Step 2: Conert the image in to gray image oud
minance for faster processing.
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Step 3: Apply binomial low pass filter using Segmented(x, y) =225;

(BPLF) 3x3 mask to reduce the noise in the image
End if

Step 4: Adapt the high contrast in the image by

. Step 6: Crop the specular regions in the image.
contrast stretching. P p the sp 9 g

. . Step 8: Consider RGB vectors of that croppeih-i
Step 5: Reduce the numbef levels in the image @ PP
ages use singular value decomposition using-fo
for gray (255 to 10) to highlight the speculae¥ g g P ¢
. - . lowing pseudo code
gions similarly for luminance.

. For each region
For each region 9

_ Normalized r=Eigen values (Red matrix eR
For each pixel

gion);
If(R(X, ¥)>0 && R(X, y) <25)
Normalized g=Eigen values (G matrix of region);
Segmented(x, y) =0;
End
Else if(R(x, y)>25 && R(x, y) <50)
Step 9: Plot the most siificant Eigen values of
Segmented(x, y) =25; that normalized r and g in to dichromatic plane
most significant Eigen value is obtained by:
Else if(R(x, Y>50 && R(x, y) <75)
For each normalized r
Segmented(x, y) =50;
M red=max (max (normalized);
Else if(R(x, y)>75 && R(X, y) <100)
M green=max (max (normalized);
Segmented(x, y) =75;
Plot (M red, M green)
Else if(R(x, y)>100 && R(X, y) <125)
End
Segmented(x, y) =100;
Step 10: Identify the tamgred region by means of
Else if(R(x, y)>125 && R(x, y) <150) . . . .
estimating the distance between intersection
Segmented(x, y) =125; points (the point is not closer should be thenta

pered object).
Else if(R(x, y)>150 && R(X, y) <175)
[I.RESULT AND ANALYSIS
Segmented(x, y) =150; . . . :
The experiments were carried out in a system having |

Else if(R(x, y)>175 && R(x, y) <200) tel® Cord™2 Duo processor T6600 with spee@ ZHz and

4GB RAM. The implementation was done by using MA
Segmented(x, y) =175; LAB 7.6. Forged images were created by copying the o
Else if(R(x, y)>200 && R(x, y) <225) jects from one image and pasting on another image that is

under different illuminants conditions was done by using the
Segmented(x, y) =200; photo editing software Asbe Photoshop. The differentsea

es tested such as 1) images with no intersection point for a

Else if(R(X, y)>225 && R(x, y) <255)
tampered object. 2) Images with intersection point for a
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tampered object.3) images with no intersection point-ta l
pered object with two objects =
Dataset 1: A tampeed image with no intersection
point
(d)
()

Fig.8 (a) Input image (tampered image from Photoshop) (b)
User interactive cropped regions after level segmentation using
gray. (c¢) User interactive cropped regions after level segmenta-
tion using luminance. (d) Estimated dichromatic lines for
cropped regions in gray level segmented image (indicates
R4(sky blue) line as a tampered object it does not have inter-
section with other lines).(e) Estimated dichromatic lines for
cropped regions in luminance level segmented image (indicates
R4(sky blue) line as a tampered object it does not have inter-

section with other lines

Dataset 2:A tampered image with no intersection

point

483
ISSN: 2278 — 909X All Rights Reserved © 2014 IJARECE



International Journal of Advanced Research in Electronics and Communication Engineering (IJARECE)
Volume 3, Issue 4, April 2014

Fig.9 (a) Input image (tampered image from Photoshop) (b)
User interactive cropped regions after level segmentation using
gray. (c) User interactive cropped regions after level segmenta-
tion using luminance. (d) Estimated dichromatic lines for
cropped regions in gray level segmented image (indicates
R4(sky blue) line as a tampered object it does not have inter-
section with other lines).(e) Estimated dichromatic lines for
cropped regions in luminance level segmented image (indicates

R4(sky blue) line as a tampered object it does not have inter-

section with other lines)

(b) Dataset 3: A non-authentic image downloaded from

with intersection point
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detected using two methods using luminance and gray. The
accuracy of these two methods are discussed in table 1

TABLE 1
ACCURACY OF SPECULAR REGION DETECTION

5 5

Images with 5
glassy objects

©
Images with les<5 3 5
specular hig-
lights
-t & Images with higt5 4 5
s specular hig-
1 O 7 lights
2 0 1
L~~~ | Chart 1.The specular regioretiection using gray and
luminance
(d)

Rl

R3

m Images with

glassy
objects

g £
D
ook MW WD

m Images with
less specular
highlights

(e)

Figu.10: (a) Input image (tampered image from Photoshop) (b)

User interactive cropped regions after level segmentation using The input image must have specular reflective portions.

gray. (c) User interactive cropped regions after level segmenta- Weak specular regions are enough. And the reasons we go
tion using luminance. (d) Estimated dichromatic lines for for specular region detection is user have to select or crop
cropped regions in gray level segmented image (indicates the specular igion accurately because for estimating the
R1(blue) line as a tampered object its intersection will not close illumination color image in regions around the specular

to other three lines).(e) Estimated dichromatic lines for highlights are considered

cropped regions in luminance level segmented image (indicates If the image has more than one object is tampered it will

R1(blue) line as a tampered object its intersection will not close

show image as a nesuthentic image but it will fail to irid
to other three lines)

cate which prtion of the image is tampered. The above tool
Specular region detection is one of the important-mo will not work well for human skins because the mixer of

ules in the illumination color based image forensic that was  specular color with human skin color will affect the begjen
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ings of illumination color so it will not produce the better
output.
These are all the sométhe datasets that we used lin i

lumination color based image forensic are shown in figure 8

Fig.11: Shown some of the datasets that are used in this tech-

nique

[1I.CONCLUSION AND FUTURE WORK

In this paper we have proposed two different techniques
Illumination color based image forensic. The technique will
produce better results for images captured under constant
illumination which has got specular regions in it. The-pr
posed techniques work well for images captured under co
stant illumination but fdito perform under complex lighting
environment. The future work aims at implementing these
techniques to the images captured under complex lighting
conditions. The proposed method can also be extended to

find forgeries in videos.
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