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Abstract: Multipliers have large area, long latency and consume considerable power and the design of good multipliers is always a challenge for VLSI system designers. Approximate computing is one of the attractive parameter for digital processor and also for computer arithmetic operations and designs. In this paper analysis and design of two new approximate 4-2 compressors are discussed and they addressing the three main important parameters such as area, delay and power consumption. The proposed approximate compressors are proposed and analyzed for dadda multiplier. The simulation results are implemented for the application of 8x8 binary multiplication by using Xilinx ISE design suite 13.2.
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I. Introduction

In recent years, the continues integration of more and more components on minimum silicon chip is very challenging to the scientists to produce the new trends and techniques. According to the Moore’s law area, speed and power are the three major areas these must be the challenging factors in the designing of VLSI circuits. Multipliers are the primary block and multiplication is important for many operations such as image processing, DSPs, digital filters etc., these multipliers consumes more operating time and power. Multiplication consists of three stages as follows, 1. Partial product generation, 2. Partial product reductions, 3. Final carry propagating addition. Using compressor in partial products reduction step is completed. Compressors are basic circuits which counts the number of ones in the given input. Compressors being one of the PEs (processing element) are the fundamental building block for accumulation of partial product in multiplication. Compressors dictate the overall critical path of the circuit owing which high speed and reduced power demand is progressively increasing.

II. Dadda Multiplier

In a popular multiplication scheme the array, the summation proceeds in a more regular, but slower manner, to obtaining the summation of the partial products. The Dadda multiplier is a hardware multiplier design, invented by computer scientist Luigi Dadda in 1965. It is slightly faster (for all operand sizes) and requires fewer gates (for all but the smallest operand sizes) than array multiplier. Dadda multipliers have the same 3 steps:

• Multiply each bit of one argument with each and every bit of other argument and continue until all arguments are multiplied.
• Reduce the number of partial products to two layers of full and half adders.
• Group the wires in two numbers, and add them with a conventional adder.

Dadda multipliers perform few reductions only when compared to Wallace multiplier. Because of this, Dadda multipliers have less expensive reduction phase, but the numbers may be a few bits longer, thus requiring slightly bigger adders. Compared to a Wallace tree, which requires ten full adders and half adders, the reduction phase of the Dadda multiplier has the same delay, but requires only six. On the other hand, the final adder has 6-bit inputs (weights 2 to 64), rather than 5-bit (weights 8 to 128) as in a Wallace tree.
Figure 2.1 Dot diagram of 8x8 dadda multiplier

III. Exact 4-2 Compressor Design

The main goal of either multi-operand carry-save addition or parallel multiplication is to reduce n numbers to two numbers; therefore, n-2 compressors (or n-2 counters) have been widely used in computer arithmetic. An n-2 compressor is usually a slice of a circuit that reduces n numbers to two numbers when properly replicated.

A widely used structure for compression is the 4-2 compressor. The 4-2 Compressor has 5 inputs A, B, C, D and Cin to generate 3 outputs Sum, Carry and Cout. The 4 inputs A, B, C and D and the output Sum have the same weight. The input Cin is output from a previous lower significant compressor and the Cout output is for the compressor in the next significant stage.

The following equations give the outputs of the 4-2 compressor,

\[ \text{Sum} = x_1 \oplus x_2 \oplus x_3 \oplus x_4 \oplus \text{Cin} \]
\[ \text{Cout} = (x_1 \oplus x_2) x_3 + (x_1 \oplus x_2) x_1 \]
\[ \text{Carry} = (x_1 \oplus x_2 \oplus x_3 \oplus x_4) \text{Cin} + \overline{(x_1 \oplus x_2 \oplus x_3 \oplus x_4)} x_4. \]

The common implementation of a 4-2 compressor is accomplished by utilizing two full-adder (FA) cells.

Optimized 4-2 compressor

The optimized design of an exact4-2 compressor based on the so-called XOR-XNOR gates a XOR-XNOR gate simultaneously generates the XOR and XNOR output signals. The design consists of three XOR-XNOR (denoted by \( \text{XOR}^* \) gates, one XOR and two 2-1 MUXes. The critical path of this design has a delay of 3\( \Delta \), where \( \Delta \) is the unitary delay through any gate in the design.
IV. Approximate Compressor Design

Two designs of an approximate compressor are proposed. Intuitively to design an approximate 4-2 compressor, it is possible to substitute the exact full-adder cells by an approximate full-adder cell.

Design1

In the design1 approximation, we approximate the result by making Carry’= Cin with this approximation the carry output in an exact compressor has the same value of input Cin. In particular, the simplification of sum to a value of 0 reduces the difference between the approximate and the exact outputs as well as the complexity of its design. Also, the presence of some errors in the sum signal will results in a reductions of the delay of producing the approximate sum and the overall delay of the design.

\[ \text{Sum'} = C_in \left( x_1 \oplus x_2 + x_3 \oplus x_4 \right) \]

Although the above mentioned simplifications of carry and sum increase the error rate in the proposed approximate compressor, its design complexity and therefore the power consumption are considerably decreased.

\[ C_{out'} = \left( x_1 x_2 + \bar{x}3 \bar{x}4 \right) \]

Design2:

A second design of an approximate compressor is proposed to further increase performance as well as reducing the error rate. Since the carry and cout outputs have the same weight, the proposed equations for the approximate carry and cout in the previous part can be interchanged.

\[
\begin{align*}
\text{Sum'} &= (x_1 \oplus x_2 + x_3 \oplus x_4) \\
C_{out'} &= (x_1 x_2 + \bar{x}3 x_4)
\end{align*}
\]

The delay of the critical path of this approximate design is 2D, so it is 1D less than the previous designs; moreover, a further reduction in the number of gates is accomplished.

Dadda Multiplier Using Design1:

An 8x8 unsigned Dadda tree multiplier is considered to access the impact of using the proposed compressors in approximate multipliers.

- The proposed multiplier uses in the first part, the AND gates to generate all partial products.
- The reduction part uses half-adders, full-adders and 4-2 compressors; each partial product bit is represented by a dot. In the first stage, 2 half-adders, 2 full-adders and 8 compressors are utilized to reduce the partial products into at-most four rows.
In the second or final stage, 1 half-adder, 1 full-adder and 10 compressors are used to compute the two final rows of partial products.

• Therefore, two stages of reduction and 3 half-adders, 3 full-adders and 18 compressors are needed in the reduction circuitry of an 8×8 Dadda multiplier.

The objectives of the first two approximate designs are to reduce the delay and power consumption compared with an exact multiplier.

V. Simulation and Results

Simulation results are carried out by Xilinx ISE design 13.2. Results are taken individually for all the tasks in the process of binary multiplication.

Dadda Multiplier Using Design 2:

• In the first case (Multiplier1), Design1 is used for all 4-2 compressors.

• In the second case (Multiplier2), Design2 is used for the 4-2 compressors. Since Design2 does not have Cin and Cout, the reduced circuitry of this multiplier requires a lower number of compressors. Multiplier2 uses 6 half-adders, 1 full-adder and 17 compressors.

• In the third case, Design1 is used for the compressors in then 1-least significant columns. The other n most significant columns in the reduction circuitry use exact 4-2 compressors.
Delay:
The delay of the reduction circuitry of a Dadda multiplier is dependent on the number of reduction stages and the delay of each stage. In Multipliers design1 the delay is 3D and design2 the delay is considerably reduced to 2D and 1D.

Transistor Count:
The transistor count is used in this paper as metric of circuit complexity. In this paper transistor count is measured in terms of 4 input LUTs.

Power consumption:
The power consumption of each multiplier is determined by the number and type of compressors used.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Design 1</th>
<th>Design 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of 4 input LUTs</td>
<td>108</td>
<td>89</td>
</tr>
<tr>
<td>Number of occupied sites</td>
<td>57</td>
<td>49</td>
</tr>
<tr>
<td>Number of bonded 10Bs</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>Average fanouts of noelock nets</td>
<td>3.07</td>
<td>3.13</td>
</tr>
</tbody>
</table>

Comparison of design1 and design2

VI. Conclusion

In this paper, four 8x8 bit approximate multipliers are designed using 4-2 compressors. Simulation results have been implemented reported. These approximate compressors are designed using design1 and design2. And finally concluded that the design 2 multiplier is suitable for implement the multiplication with low power.
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