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Abstract— The proposed system is to implement a 

novel approach to implement multiplier less unity-gain 

fast Fourier transforms(FFT) and inverse fast fourier 

transform (IFFT). Previous methods achieve unity-gain 

FFTs by using either complex multipliers with 

additional scaling compensation. Conversely, this 

brief proposes unity-gain FFTs without compensation 

circuits, even when using non-unity-gain rotators. 

This is achieved by a joint design of rotators, hence 

entire FFT is scaled by a power of two, which is then 

shifted to unity. This reduces the amount of hardware 

resources of the FFT architecture. The proposed 

approach can be Implemented using Verilog HDL and 

Simulated by Model sim 6.4 c Finally its Synthesized 

by Xilinx tool.. The 16 point DIT-FFT and DIF-IFFT 

architecture is implemented as a Multiplier less 

architecture. The Sixteen point DIT-FFT architecture 

consists of two points, four points, and Eight Point 

and Sixteen point as Stages. The design of the FFT & 

IFFT architecture is based on Decimation-in-Time and 

Decimation-in –Frequency respectively. 
 
 

Index terms-FFT,IFFT and Shift-and-add 
implementation. 
 
 
 

I. INTRODUCTION  
 

In Digital signal processing (DSP) world, there 

is often a need to convert signals between time 

and frequency domains. For this reason, the fast 

Fourier transform (FFT) has become one of the 

most important algorithms in the field. In order to 

calculate the FFT efficiently, various hardware 

architectures have been proposed. The 

implementation of FFT processor for OFDMA 

system shows the MCM (Multi Carrier 

Modulation) techniques by integrating an FFT 

processor with the existing OFDMA system. The 

OFDM technique (Orthogonal Frequency 

Division Multiplexing) has been used ealier in 

applications that require a huge transmission rate 

like ADSL modem, wireless network (Wi-Fi 

802.11), DVB (Digital Video Broadcasting) and 

DAB (Digital Audio Broadcasting). 
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In all those cases, there is a need to implement 

an integrated circuit (IC) that performs the 

necessary chip functions. For prototyping circuits 

FPGA is better choice than using ASIC. The FPGA 

implementations is allow these modern 

technologies of data transmission to use and it is 

necessary to develop the efficient techniques of 

digital modulation. Recently OFDM is utilized 

principally more, because it uses the efficient FFT 

algorithm to do the modulation. When high 

performance is required, feedback and feed forward 

hardware FFT architectures are attractive options. 

They offer high throughput capabilities. Single-delay 

feedback (SDF) FFT architectures consist of a 

series of stages that process one sample per clock 

cycle. Each stage contains a butterfly and a rotator. 

The butterfly calculates additions, and the rotator 

carries out rotations in the complex plane by given 

rotation angles, called twiddle factors. Compared 

with the additions of the butterfly, rotations are more 

costly operations. For this reason, different 

approaches to implement rotators have been 

proposed in the past. The most straightforward 

approach is to use a complex multiplier, which 

consists of four real multipliers and two adders. In 

addition, it requires a memory to store the twiddle 

factors. 

 
In this brief, we present the novel multiplier less 

unity-gain FFTs. The discrete Fourier transform 

(DFT) matrix factorization based on the Kronecker 

product. It express the family of radix single-path 

delay feedback / single-path delay 

commutator(SDF/SDC) pipeline fast Fourier 

transform (FFT) architectures.[2] This paper 

presents a new approach to design the multiplier 

less constant rotators. This approach is based on a 

combined coefficient selection and shift-and-add 

implementation (CCSSI) for the design of the 

rotators. [11] This paper presents a power and area 

minimization of flexible FFT processors 

methodology. It is based on the power-area tradeoff 

space obtained by adjusting algorithm, architecture, 

and circuit variables. [13] This brief is organized as 

follows. In Section II, we explain an introduction to 

the SDF architecture and the FFT twiddle factors. In 

Section III, we explain the proposed approach 
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and provide optimized architecture FFT. In 

Section IV, we compare the proposed 

architectures to previous Normal Multiplier based 

FFT Implementation. In Section V, we present 

the experimental results, and in Section VI, we 

summarize the main conclusions of this brief. 
 

II. OBJECTIVE & OVERVIEW OF FFT &   
IFFT 

 
A.  Objective 
 

The main objective of the work is to implement 

the novel multiplier less unity-gain FFTs. They are 

obtained by designing the rotators in all FFT stages 

simultaneously, so that the output of the FFT has 

unity gain. Thus, the proposed approach requires 

neither the use of costly unity-gain rotators, nor 

circuits to compensate the scaling. This reduces the 

complexity of the FFT rotators and guarantees unity 

gain for the FFT. In this brief, we study different FFT 

sizes and propose suitable solutions for each size. 

The 16 point DIT-FFT architecture is implemented 

as a Multiplier less architecture. The sixteen point 

DIT-FFT architecture consist of two point, four point, 

eight point and sixteen point as Stages. The design 

of the FFT architecture is based on Decimation in 

Time. 
 
B.  Overvivew of FFT & IFFT 

 
Let consider the computation of the N = 2v 
point DFT by the divide-conquer approach. 
Here N-point data sequence is split into two 
N/2-point data sequences f1(n) and f2(n), 
corresponding to the even-numbered and odd-
numbered samples of x(n), respectively that is  

f1(n)=x(2n) 
 

f2(n)=x(2n+1) n=0,1,….(N/2-1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 2 Eight-point decimation-in-time FFT 

 
algorithm 

 
 
 
 
 
 

 
Fig 3 Basic butterfly computation in the DIT 

 
FFT Algorithm 

 

 
Another important radix-2 FFT algorithm, 

called as the decimation-in-frequency algorithm. 

It is obtained by using the divide-and-conquer 

approach. To derive the algorithm, we begin the 

DFT formula by splitting into two summations, 

one of which involves the sum over the first N/2 

data points and the second sum involves the last 

N/2 data points. Thus we obtain 
 

    

( 2 )−1 
( 2 )−1 

 (  ) = ∑   (  )    + ∑   (  ) 
   

   =0   =0  
Above f1(n) and f2(n) are obtained by decimating 

x(n) by a factor of 2. Thus the resulting FFT 

algorithm is called a decimation-in-time algorithm. 
 
 
 
 

 
Fig 4 Basic butterfly computation in the 

 
decimation-in-frequency 

 
 
 

Fig 1 General block diagram 
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Fig 5 N = 8-piont decimation-in-frequency IFFT 
 

algorithm 
 

 
The input data x(n) results in natural order, but 

the output DFT occurs in bit-reversed order. We 

also note that the computations are performed in 

place. However, it is possible to reconstruct the 

decimation-in-frequency algorithm. Hence the 

input sequence occurs in bit-reversed order while 

the output DFT occurs in normal order. 

Furthermore, it is also possible to have both the 

input data and the output DFT in normal order, if 

we abandon the requirement that the 

computations be done in place. 
 
C.  Proposed Multiplierless FFT 
 
The proposed system is to implement the novel 

multiplier less unity-gain FFT & IFFT. They are 

obtained by designing the rotators in all FFT & IFFT 

stages simultaneously, so that the output of the FFT 

has unity gain. Hence the proposed approach 

neither requires the use of costly unity-gain rotators, 

nor circuits to compensate the scaling. This reduces 

the complexity of the FFT& IFFT rotators and 

guarantees unity gain for the FFT & IFFT. In this 

brief, suitable solutions for each 

 
different FFT & IFFT sizes are proposed. The 16 

point DIT-FFT architecture is implemented as a 

Multiplier less architecture. The Sixteen point DIT-

FFT architecture consists of two points, four points, 

and eight Point and sixteen point as Stages. The 

Design of the FFT architecture is based on 

Decimation in Time. Instead of Complex multiplier 

we made Shift and add Multiplier. 

 
 
 
 
 
 
 
 
 
 
 

 
Fig 6 Block diagram of the proposed system 

 
Some of the important applications of FFT 

includes polynomial multiplication and Fast large 

integer, Efficient matrix-vector multiplication for 

Toeplitz, circulant and other structured matrices 

Filtering algorithms, Fast algorithms for discrete 

cosine or sine transforms. 

 
III. OUTPUT RESULTS & COMPARISON  

 
Simulation & Synthesis Result 
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Fig 7 Simulation results of Proposed FFT& 
 

IIFFT Design 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 10 Sixteen point FFT RTL schematic 

 
 
 

 
A.  Comparison Results 

 
Here we compare the Proposed Multiplier Less 

FFT Design and Existing Normal FFT 

Implementation. Here we compare area and 

delay in terms LUT, Slices, Gate count and 

Gate delay, Path Delay. The bellow table 

provides comparison between the normal FFT 

multiplier and the proposed FFT multiplier. 

 
TABLE I 

 
 
 
 
 
 
 
 
 
 
Fig 8 Main RTL Schematic View of Proposed 

Design 
TABLE II 

 
 
 
 
 
 
 
 
 
 
 

IV. CONCLUSION 
 

This brief shows how to design multiplier  

Fig 9 Internal View of Proposed Design less unity-gain 16 Point FFT and IFFT 

architectures. The proposed architectures are not 
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only multiplier less and achieve Less area and 

Delay, but also require the smallest number of 

adders among current SDF FFTs. The 

proposed architectures achieve good figures of 

merit in terms of clock frequency, area. The 16 

Point FFT & IFFT implements by Verilog HDL& 

System Verilog and Simulated in Modelsim 6.4 

c and synthesized by Xilinx tool. 
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