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Abstract — Due to high rise in demand for video 

processing on hardware FPGA implementation of various 

image processing algorithm has become a necessity. Lot of 

research work is being done in the field of image 

processing and video processing on FPGA. Identification 

of an object and tracking its movement is very rescue  in 

the field of computer based vision and image processing. 

In this paper we specifically concentrate on working 

Background identification, moving object detection and 

tracking. Keeping in mind the previous work dons in this 

area we have selected Gaussian mixture model for the 

implementation. The paper speaks about three block of 

implementation mainly the image block generation and the 

RGB to YCbCr conversion and background identification 

and updation. It has been proved from the design that it is 

efficient for high definition (HD) video sequences with 

frame size 1920 × 1080. Both the bocks are targeted on 

commercial field-programmable gate-array (FPGA) 

devices. When implemented on Atrix7 100t it uses 3% of 

FPGA logic resources. The second block takes like 2% of 

the FPGA resource. The third block takes like 3% of the 

FPGA resource. The total time required to process single 

frame is less than 2ns . 

 

Keywords — Image Processing, Field Programmable Gate 

Array(FPGA), Gaussian Misture Model, Color Space 
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I. INTRODUCTION 

 

Intelligent surveillance system is one of the most in demand 

system these days, due to rise in demand for better security. 

These surveillance systems mostly works on moving object 

detection and tracking in a given video stream. It has become 

a challenge to develop a real-time implementation of moving 

object detection algorithm to reduce the time and improve the 

efficiency of the system. Generally moving object detection 

and tracking done on video that in uses a visible light image 

sensor and sometime based on thermal infrared based sensors. 

Once the video is available image processing algorithm is 

applied on the target video to extract various features in the 

given stream of video. Features like motion parameters 

include position of the target object, velocity of the moving 

object. Basically moving object detection and tracking are two 

process which are very closely related to each other. Hence, 

they share most of the common features obtained from the 

image processing algorithm 

In other words we can also relate motion analysis with other 

image processing methods namely pattern recognition, 

computer vision, artificial intelligence and similar 

implementation. It is very challenging to obtain the features of 

object and do segmentation in the provided video for fast 

moving objects in dynamic picture. In our paper we have 

proposed a system for generation of 3X3 overlapping block 

generation from the given input image for the processing of 

the data. The design comprises of memory element which 

stores the data and produces as per the requirement. The 

design made for 3x3 to reduce the design complexity and 

increase the computional speed due to less data. It also 

proposes a simple design for color space conversion of the 

input image which converts the given RGB image to YCbCr 

color space conversion. 

The increase in demand for segmentation in high speed video 

for moving object with dynamic scenes has thrown a lot of 

challenges in front of designers. Some technologies such as 

stop treatment based method for motion analysis has made 

some work easy also occlusion based on non rigid motion has 

played a very vital role as discussed [4,5]. Motion detection 

and segmentation has found out various other application 

other than basic traditional system. Application such as virtual 

reality, Automatic navigation, target acquisition by robot, etc. 

has been discussed that throw light on importance of moving 

object detection and segmentation [6]. Due to recent 

development in technology for image processing specially in 
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field of pattern recognition, artificial intelligence, etc. the use 

of moving object detection and its application has been widely 

found in day to day use and also in high end military 

applications. 

    The greatest challenge in motion detection is understanding 

the data classification problem. This is because the data is 

time varying and matching the test data with the reference data 

which is continuously varying or dynamic data input. This is 

the biggest problem as discussed in [7, 8]. Hence it is very 

much necessary to obtain the data or the reference data from 

set of data by using learning algorithms. The algorithms are 

developed in such a way that if there is any minor 

displacement or distraction the analysis will do the right 

selection of reference. Once the data is made as a reference the 

job is almost half done. The next challenge in the process is 

about classification of the data from the main input. This is 

one of our main target to be achieved. The very good 

explanation about the classification of the object of interest 

has been discussed in [9] where we get the clear picture of 

classification. After the classification continuous and correct 

tracking is an important activity to be carried out in the 

process. Moving object detection and tracking has been 

explained very well in [10, 12]. As per the paper there are 

mainly two main difficulties one is about the acquiring of the 

data and storing in and giving it as an input to the processing 

element. The challenge is that the quantity of the data is too 

high and all of it has to be processed in the given stipulated 

time only any delay may cause the system to malfunction. 

Second biggest challenge is about the motion detection and 

tracing for the data in complex background. Various 

experiments and analysis has been carried out on performance 

evaluation of the used algorithm such as Mean Shift based 

moving objet detection, traditional update algorithm, etc. 

Considering all the drawbacks and advantages of the  previous 

algorithms an overall target model of an updated algorithm 

has been proposed in the paper which has got capabilities of 

improving the performance of the system. 
Gaussian Mixture Model(GMM) was proposed by two 

scientist Mr. Stauffer and Mr. Grimson. The biggest advantage 

of GMM is that it has an efficient method to work with 

multimodal background based on statistical model to be 

composed of Gaussian distribution. The GMM is very useful 

and works as an important component in many design so it has 

been modified and updated in Open CV libraries for the easy 

of use and made quite available. Below shows the basic block 

diagram for the GMM model. 

  

 
 

Figure 1. Block diagram for GMM 

 

As shown in the figure1 we can make out that there are three 

main component in GMM , 1) Image acquisition block 

comprising of CMOS sensor and the interface along with 

color space conversion. 2)  Background identification module 

this is the heart of the project.  The algorithm for detection and 

tracking is implemented in this block and is used for the final  

decision making in term of object detection and tracking. 3) 

Third main component in the block diagram is external 

interfaces with display unit such as monitor and different 

types of memory elements.  

This paper is organized as follows. Section 2 gives a 

generation of 3x3 block and motion detection. Section 3 

presents the block conversion of RGB to YCbCr. Section 4 

presents the background identification module. section 5 

presentsthe FPGA implementation simulation and synthesis 

results and the Comparison with other work. Conclusion and 

future work is given in Section 6. 

II.   BLOCK GENERATION UNIT  

 

The design is implemented on MATLAB for checking the 

functionality of the GMM algorithm on the given input data.  

The design is coded in matlab for the standard video of traffic 

movement and evaluation was done  by check the detection 

and tracking for the input provided to the design. Below 

shows some of the results obtained by running the design in 

MATLAB.  

 

 
Figure 2: output for showing single object tracking 
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Figure 3. Output for showing multiple objection detection and 

tracking 

Above figure2 demonstrate the results obtained by running the 

MATLAB code for the input where only single moving object 

is detected and tracked for the given video using GMM 

algorithm. The same design was provided with video with 

multiple moving object for detection and tracking and we can 

see from the figure3 that it has successfully obtained the 

required results for multiple object detection and tracking. 

 

The main concentration has been given in development of 

memory element for generation of 3X3 block for the further 

processing of the image. In generation of the same the Ram 

bock is incorporated of size 776 location with each location 

having 8bit resolution. Data in serial format of 8 bit each 

enters the register as a temporary data and is passed on the 

memory element the process is carried out for 2 clocks to 

obtain the first 3X3 elements in overlapping mode. Below 

show the basic block diagram for the memory element for the 

generation of necessary block.  

Input pixel of 8bit each 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4:  block diagram for Block generation unit 

 

Above figure4 shows the basic block diagram for the 

implementation of the design. The design is implemented in 

such a manner that it is quite efficient in generation of 3X3 

block with minimum usage of the memory.  

 

III.  COLOR SPACE CONVERSION 

 

The mathematical representation of color set is called as color 

space. These representations are not directly related to the hue, 

saturation and brightness. There are basically three types of 

color space model namely RGB this format is used for 

computer system. YCbCr, YUV or YIQ plays a very 

important role in video processing system and CMYK this 

color space finds its place in color printing. 

 

Table 1. 100% RGB color bars. 
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R 0 to 255 255 255 0 0 0 255 255 0 0 

G 0 to 255 255 255 255 255 0 0 0 0 

B 0 to 255 255 0 255 0 255 0 255 0 

 

 

RGB is the most common standard used for the display of 

image as it is most prevalent choice in display graphics. Any 

kind of color can be created using the combination of RGB. 

However it cannot be used for processing of video as the 

frame buffer needs to have pixel depth and display resolution 

for each RGB component. This can be cleared with an 

example, assume the intensity of the given input image needs 

to be modified. In this process we need to develop the unit that 

needs to work on the entire three components independently 

and regenerate each RGB value and rewrite the new values on 

the frame buffer as shown in figure5. This process generally 

takes more time compared to other color space such as YCbCr 

where we just need to work on only the intensity instead the 

color component which makes the work faster and easy with 

less computational complexities involved. 

 
Figure 5: Representation of RGB to YCbCr format 

Input Buffer 256x3 

Main Memory 258 x 3 

Output Buffer 3x3 
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  YCbCr is the color space standard that is used for 

real time video and image. It is widely used in all the video 

standard such as PAL, NTSC, SECAM and composite color 

video standard. Even the Black and white only the Y 

component is used. Further Cb and Cr component were also 

introduced. As mentioned earlier RGB is widely used for all 

the display unit data available to the user is always in this 

format and it is very much necessary to convert the RGB 

format to YCbCr format. Below shows equation that are used 

for the transformation of image form one to the other format. 

Y= 0.299R` + 0.587G` +0.114B` 

U= -0.147R` -0.289G` +0.436B` 

= 0.492 (B` -Y) 

 

V= 0.615R` - 0.515G` -0.100B` 

= 0.877 ( R` - Y ) 

 

Equations shown for Conversion of RGB to YCbCr and they 

are very much necessary to be converted into digital format in 

order to implement on FPGA. Hence, the architecture is 

implemented based on LUT structure in order to execute the 

above equation. The design make use of standard predefined 

LUT sturectue in order to reduce the design complexities and 

also to reduce the area on chip. 

IV. BACKGROUND IDENTIFICATION CIRCUIT 

 

Background identification module plays the main role in the 

research work. This circuit avoids the false triggering and it 

updates the memory with the help of memory controller. This 

model can be explained by analyzing the sub-modules of 

Background identification circuit as shown in the fig 6.  

 

 

 

 

 

 

 

 

 

 

 

Figure 6: sub modules of background identification circuit 

 

Background subtraction: Background Image pixel and Current 

frame Image pixel are given as the inputs for this module . 

Here we get the object which is in motion compared with the 

background image.the block diagram of first module is shown 

in the fig 7. 

 

.  

 

Figure 7: RTL Schematic block diagram of background 

subtraction 

 

Filter: the object which is in motion is filtered to remove the 

unwanted noise (distorted pixels). The block diagram of 

closing filter is shown in the fig 8. 

 
 

Figure 8: RTL Schematic block diagram of closing filter 

 

Motion Compensation: We get the actual motion object’s 

Image pixel which is undistorted and smoothened image.its 

internal block diagram is shown in the fig 9. 

 
 

Figure 9: RTL Schematic internal block diagram of motion 

compensation module 

Motion Compensation 

Filter 

Background subtraction 
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V. RESULTS AND COMPARSIONS 

The synthesis results show that there is only 4% device 

utilization in the above mentioned architecture. RTL  

schematic for the design is shown in the below figure 10 . 

 

 
 

Figure 10: RTL Schematic for RGB to YCbCr 

 

Table 2 gives the total device utilization for 3x3 generated 

block shows the consumption of just 6% of the total device. 

 

Table 2 . Design summary for Block Memory Generation 

Device utilization summary (estimated values ) 

Logic utilization Used Available utilization 

No of slice registers 8424 126800 6% 

No of slice LUTs 5267 63400 8% 

No of fully used LUT-

FFpairs 

221 13470 1% 

No of bounded IOBs 22 210 10% 

No of BUFG/BUFGCTRLs 3 32 9% 

 

RGB to YCbCr conversion simulation results are observed 

and verified as shown in below figure 11. 

 

 
 

Figure 11: Simulation results for Conversion 

 

Background substraction simulation results are observed 

and verified with the basic input data’s as shown in figure 12. 

 

 
 

 Figure 12: simulation results of background subtraction 

 

Closing filter simulation results are observed and verified 

with the basic input data’s as shown in figure 13. 

 

 
 

Figure 13: simulation results of closing filter 

 

Motion compensation simulation results are observed and 

verified with the basic input data’s as shown in figure 14. 

 

 
 

Figure 14: simulation results of motion compensation 
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VI. CONCULSION AND FUTURE WORK 

 

. In this paper the MATLAB based GMM is implemented for 

single as well as multiple object detection and tracking has 

been tested on a standard video. This paper also proposed the 

FPGA based memory block generation and color space 

conversion model used as a main module for the Gaussian 

mixture model. From the results we can conclude that the 

design developed has competent results as compared to the 

previous work at the same time we have observed that the 

architecture is utilizing less area on chip and also has a high 

speed of operation. The simulation results obtained from 

modelsim shows the design is functioning as per the 

requirement and is eligible for the hardware implementation 

for the correct data output. 
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